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3D visualization environment actively use such devices as helmets and glasses virtual reality, system CAVE and stereo monitors. Perception and interpretation of visualization requires interaction with visual objects. Input tools, tools for manipulating visual objects have to be adequate opportunities of modern systems display visual data. However, for input systems in such environments has not yet proposed ways that can offer a full replacement of the mouse and keyboard. In this regard, the development of input devices currently lags behind the development of output devices, although work in this direction actively go.

To date, various teams are devices that use different approaches, such as complexes of gyroscopes and accelerometers (Red ORB), contact electro-mechanical systems (Phantom, SpaseNavigator), electron-visual systems with active markers (Wii, PS Move P5 Glove) or purely visual (Passive Motion Capture, Kinect). However, none of these products are widely used for scientific visualization and navigation in an abstract 3D space.

There are three main reasons for this situation. One reason is a very severe restrictions on the conditions of use imposed by manipulators, which may not always meet the system output. Another reason is that many manipulators are developed based on the use of standard i/o means, that it is not always justified. (Using monitor for navigation in 3D visual space may even be harmful.) The third reason is the complexity of the use of some manipulators and the need for prior learning.

The decision is to develop an integrated input/output device. It is possible to use for visualization virtual and augmented reality environments. These environments will provide more expressive (and, hence, informative) power. As a means of withdrawal is supposed to use virtual reality glasses or helmets, because they are least likely to restrict the freedom of the user, as manipulative as well as spatial. To interact with virtual objects and navigation in virtual space will be used visual information based on augmented reality and recognition of gestures, i.e. use as a manipulator of various objects or user's hands, that will maximize the intuitive and easy to use.

To date, we have conducted experiments with the following approaches to:

Use flat passive markers. Purely visual determination of position in space with six degrees of freedom of a predetermined flat marker. The advantages of this approach can be noted cheapness and simplicity. However, these advantages outweighed by high instability, for the struggle with which is need to using  a higher class apparatus (+ cost) and complex methods of pre- and post processing frame (+ complexity).

Marker-less visual search. Works well for permanent (or loosely changing) scenes, making it unapplicable for manipulation tasks.

Use Active markers. Advantage of this approach to increase accuracy by reducing the number of processed information. Disadvantage - is the need to use additional hardware.

As a result, as the most promising directions was selected using depth maps in combination with the 3D model based searching . This method may be considered to be the most intuitive and close to the natural human model manipulation. Now comes the development of software system, which will implement manipulating interface for augmented reality environments.

