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Tridimentionality, especially in case of use of means of a virtual reality or the screens which diagonal is measured by meters, and quantity of pixels - tens millions demands both new means of input and the new user interfaces connected with them. It is necessary to provide the natural, reliable and exact interface. This interface may be based on gestures. There is variety of technologies of gestures input and approaches to creation on their base жестовых languages. Our researches and developing of prototypes take into account various approaches to input and gestures recognizing and its using in human-computer interfaces. 
In general gesture may be regarded as any physical movement which the digital system can recognize and react without the aid of traditional input equipment, such as a mouse or a stylus [1]. It is possible to distinguish gesture-command and gesture-manipulation. Manipulations depend on a context, that is they run only on concrete object (or objects and in a certain place). As a rule, their result leads to immediate reaction. There is a direct correlation in the causal link between the user actions and the system. That is, user actions directly affect system object or an event. Gestures-commands do not depend on a context: they may appear any way and do not depend on a place or object. The system waits for a series of events to determine how to respond to them. User action does not affect the system directly, they are expressions of a language. Sign interfaces through its naturalness may be used in virtually every field of human-computer interaction
At designing gesture interface it is necessary to find the computer metaphor of gesture connecting a verb-action and functional group of “real” gestures, and also to design a feedback, allowing to understand, that gesture is distinguished and if it is necessary, that it for gesture and what gestures are admissible. 
Implementation of gesture interfaces based on the accelerometer (Wii Remote) has been implemented. Also gesture interfaces were implemented on the basу of the traditional mouse. Possibilities of these devices for the organization of user interaction with system have been analyzed. In addition, the application which have allowed to consider possibilities of multitach-gestures have been developed. Now these gestures, as a rule, are realized on the base of such devices, as various touch panels, specialized mice, devices with the multitach-screen. Navigation by means of multitach-gestures is preferable though it has a number of restrictions.
Important observation was made in the study of users of computer systems based on virtual reality. Sometimes users experienced presence sensation in they virtual reality environment and tried to use a traditional mouse as a three-dimensional gesture manipulator. This may indicate a need to develop means for gesture input basing on virtual instruments for such visualization environments.

One can make the assumption that interaction with a virtual object may be made using the virtual instruments. There may be a context-aware software instrument panel, each with its own set of interpretations of gestures. At the same time, a virtual instrument may be in the same space as the object with which it works. In particular this means that the tool should support the corresponding dimension. When designing the manipulator one has to take into account the virtual instruments with which it will be used. On the other hand maybe vice versa (as at present), design virtual instruments based on the paddle. In either case, you must take into account the context in which you want to use a manipulator.

In papers [2-3] realization of the manipulator on the basis of an ordinary flashlight has been described. When you implement “three-dimensional” gesture languages the problem of gestures recognition consists of two parts: gesture allocation in continuous user input and, actually, distance calculation. Gesture recognizing is necessary because light sources have no buttons which could set an operating mode (gesture or simple moving). ). Based on this device developed extensible gesture interface that lets you interact with a virtual object as if we use its real analogue. Extension is carried out at the expense of program addition of new virtual tools in which quality it is possible to use well-known objects.
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